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Abstract

The main contribution of this paper is an algorithm to solve an extended version of the quantized consensus problem over networks represented by Hamiltonian graphs, i.e., graphs containing a Hamiltonian cycle, which we assume to be known in advance. Given a network of agents, we assume that a certain number of tokens should be assigned to the agents, so that the total number of tokens weighted by their sizes is the same for all the agents. The algorithm is proved to converge almost surely to a finite set containing the optimal solution. A worst case study of the expected convergence time is carried out, thus proving the efficiency of the algorithm with respect to other solutions recently presented in the literature. Moreover, the algorithm has a decentralized stop criterion once the convergence set is reached.
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1 Introduction

In this paper we consider a problem of quantized consensus over a Hamiltonian graph, using a gossip algorithm. The limitation of the proposed algorithm is that a Hamiltonian cycle in the network must be known in advance.

Recently a fair effort has been devoted to the problem of quantized consensus, i.e., the consensus problem over a network of agents with quantized state variables [2,9,16,26], as a practical implementation of the continuous one [3,25,31,33,34]. Such problem has relevant applications such as sensor networks, task assignment and token distribution over networks (a simplified load balancing problem) [11,21,22,24]. In the case of sensor networks, the quantized distributed average problem arises from the fact that sensor measurements are inevitably quantized given the finite amount of bits used to represent variables and the finite amount of bandwidth of the communication links between the nodes. Some approaches [8] deal with quantization by adding a quantization noise in the communication links to model such effect and study the resulting convergence properties without modifying the algorithms. Other approaches propose probabilistic quantization [1,2] to ensure that after a certain amount of time each node has exactly the same value, even though it might be slightly different from the actual initial average of the measurements.

Some years ago in [26] it was originally proposed an algorithm to solve the distributed average problem with uniformly quantized measurements. Such an algorithm guarantees that almost surely the state of all the agents \((x_i, i = 1, \ldots, n)\) will reach a value that is either equal to the floor of the average of the net \((L)\), or the ceil \((L + 1)\), i.e., it ensures that the net will almost surely reach the convergence set

\[
S \triangleq \{x : \{x_i\}_1^N \in \{L, L + 1\}, L = \lfloor N^{-1} \sum_{i=1}^N x_i \rfloor\}.
\]

However, a stopping criterion is missing, i.e., load transfers may occur even if the convergence set \(S\) is reached.

Several works followed the pioneering work in [26]. In [7] three quantized consensus algorithms are proposed which achieve a comparable performance respect to the one in [26]. In [37] quantized consensus over random and switching graphs is addressed and polynomial upper-bounds to the convergence time are provided. In [28,29] quantized gossip algorithms are investigated in the case of edges with different weights corresponding to different probabilities of being chosen.

In this paper we propose an algorithm to solve the quantized distributed average problem using a gossip algorithm [5]. Our algorithm can be applied to the token distribution problem, i.e., the problem of evenly distribute a set of tokens among the agents [26]. We investigated the extension of this problem to the distribution of tokens of arbitrary size [16]. Our algorithm presents two main advantages with respect to other applications and approaches in the literature:

1. A decentralized stopping criterion.
2. An expected convergence time reduced with respect to [16,26].

Moreover, let us observe that in our approach tokens may have different size. However, in the particular case of tokens with the same size our convergence set coincides with the convergence set in [26], defined as quantized consensus.

Our work has three main differences with respect to [7,28,29,37]. First, we consider tokens with arbitrary and possibly different size or cost as in [15,16]. Second, we consider Hamiltonian graphs, i.e., graphs in which a Hamiltonian cycle exists. Third, we propose a novel interaction rule to be applied when no averaging due to quantization issues can be applied, that improves the convergence time of the algorithm by reducing the average meeting time of two random walks in graph. Since the convergence time of all the quantized gossip and consensus algorithms proposed in [7,28,29,37] depend upon the average meeting time of two random walks in a graph, we propose as future work to improve the convergence times of such algorithms with the ideas proposed in this paper.

We remark that the issue of providing a stop criterion has already been solved by other authors using non uniform quantization, e.g., probabilistic or logarithmic quantization [2,9]. However, uniform quantization is surely easier to implement and less cost consuming than the other types of quantization. Moreover, in [2,9] a convergence set is not defined, and the convergence properties are given in terms of probability.
Finally, our algorithm is based on gossip, i.e., only adjacent nodes asynchronously exchange information to achieve a global objective. In particular, one edge is selected at each iteration, and only the nodes incident on this edge may communicate and redistribute their tokens. Thus, no time synchronization is required nor information exchange between distant agents may occur. This clearly reduces significantly the implementation complexity and cost of the procedure. Note that parallel communications between disjoint sets of nodes are allowed as in [21]. Nevertheless the convergence time is expressed as total number of updates to allow a straightforward comparison to other gossip algorithms.

This paper is an extended version of [16,17]. We provide both a convergence proof for the case in which edges are selected at random and a proof for the case in which there exists a periodic interval of time in which each link is selected at least once.

1.1 Algorithm Applications

The proposed Hamiltonian Quantized Consensus (HQC) algorithm may be applied in several application domains. The most significant ones are discussed in the following items.

- **Token distribution over networks.** The token distribution problem is a static variant of the load balancing problem [10,20,22–24,32,36] where \( K \) indivisible tokens of possibly different size should be uniformly distributed over \( N \) parallel processors.

- **Sensor networks.** The case in which tokens are indivisible and of unitary size is equivalent to the case in which a network of agents need to agree on the average of integer state variables.

- **Token Ring/IEEE 802.5 networks.** Our proposed algorithm well applies to all those application domains where the communication architecture is based on a Token Ring network which has an embedded Hamiltonian cycle.

1.2 Paper content

The paper is structured as follows. In Section 2 we provide some background on quantized consensus algorithms. In Section 3 we propose the Hamiltonian Quantized Consensus Algorithm, whose convergence properties are discussed in Section 4. Conclusions are finally drawn in Section 5.

2 Background

Let us consider a network of \( n \) agents whose connections can be described by an undirected connected graph \( G = (V, E) \), where \( V \) is the set of nodes (agents) and \( E \) is the set of edges.

Assume that \( K \) indivisible tokens should be assigned to the nodes, where the size of the generic \( j \)-th token is denoted as \( c_j, j = 1, \ldots, K \). Notice that assuming unitary size for all tokens is equivalent to the problem of quantized consensus with integer state variables [26].

Our goal is that of achieving a globally balanced state, starting from any initial condition, such that the total number of tokens weighted by their sizes in each node is as close as possible, in the least-square sense, to the best possible token distribution

\[
\bar{c} = \frac{1}{n} \sum_{j=1}^{K} c_j.
\]

In the token distribution problem no token enters nor leaves the network thus the total amount of tokens is preserved during the iterations. This assumption is helpful in abstracting the convergence properties of the network that depend on the topology and on the actual token distribution. In the following we will refer to the total size of the tokens in the generic node as the load of such a node.

We define a cost vector \( c \in \mathbb{N}^K \) whose \( j \)-th component is equal to \( c_j \), and \( n \) binary vectors \( y_i \in \{0,1\}^K \) such that

\[
y_{i,j} = \begin{cases} 
1 & \text{if the } j \text{-th token is assigned to node } i \\
0 & \text{otherwise.}
\end{cases}
\]
In the following, given a generic node \(i\), we denote \(K_i(t)\) the set of indices of tokens assigned to \(i\) at time \(t\), where 
\[
\sum_{j \in K_i} c_j = c^T y_i.
\]
The optimal token distribution corresponds to any distribution such that the following performance index
\[
V_1(Y) = \sum_{i=1}^{n} \left( c^T y_i - \bar{c} \right)^2,
\]
is minimum, where \(Y(t) = [y_1(t), y_2(t), \ldots, y_n(t)]\) denotes the state of the network at time \(t\) and \(Y^*\) (resp., \(V_1^*\)) is the optimal token distribution (resp. optimal value of the performance index). Finally, we denote
\[
c_{\text{max}} = \max_{j=1,\ldots,K} c_j \quad c_{\text{min}} = \min_{j=1,\ldots,K} c_j
\]
respectively the maximum and the minimum size of tokens in the network.

An interesting class of decentralized algorithms for load balancing or averaging networks is given by gossip-based algorithms that can be summarized as follows [16,26].

**Algorithm 2.1 (Quantized Gossip Algorithm)**

1. Let \(t = 0\).
2. Select an edge \(e_{i,r}\).
3. Perform a local balancing between nodes \(i\) and \(r\) using a suitable rule such that the difference between their loads is reduced.
   - If such a balancing is not possible execute a swap among the loads in \(i\) and \(r\).
4. Let \(t := t + 1\) and goto Step 2.

A swap is an operation between two communicating nodes that, while not reducing nor increasing their load difference, it modifies the token distribution.

**Definition 2.2** [16] [Swap] Let us consider two nodes \(i\) and \(r\) incident on the same edge and let \(I_i \subseteq K_i(t)\) and \(I_r \subseteq K_r(t)\) be two subsets of their tokens.

We call swap the operation that moves the tokens in \(I_i\) to \(r\), and the tokens in \(I_r\) to \(i\) at time \(t + 1\), reaching the distribution
\[
K_i(t + 1) = I_r \cup (K_i(t) \setminus I_i),
K_r(t + 1) = I_i \cup (K_r(t) \setminus I_r)
\]
provided the absolute value of the load difference between the two nodes does not change. In particular, we say that a total swap occurs if \(I_i = K_i(t)\) and \(I_r = K_r(t)\).

In the following section we provide an algorithm that is still based on the notion of swap. However, the main difference with respect to Algorithm 2.1 is that in Algorithm 2.1 swaps are executed following a random process, while in the proposed algorithm we exploit the existence of a Hamiltonian cycle in the graph so that they can be executed following an appropriate criterion. As discussed in detail in the rest of the paper, this leads to two main advantages. First, if the average out-degree of the nodes is not high, it results in a smaller convergence time. Secondly, our algorithm has a stopping criterion, while Algorithm 2.1 indefinitely iterates even if no further improvement can be obtained.

### 3 Quantized Consensus Algorithm for Hamiltonian graphs

Our idea is based on the notion of Hamiltonian cycle, and our assumption is that the considered nets are represented by Hamiltonian graphs, i.e., they have a Hamiltonian cycle.

**Definition 3.1** A Hamiltonian cycle is a cycle in an undirected graph that visits each vertex exactly once and returns to the starting vertex.
Given a network represented by graph $G = \{V, E\}$ we label the nodes $V = 1, \ldots, n$ along the Hamiltonian cycle, which is assumed to be known, in increasing order such that node $i$ is connected to node $i+1$ and node $n$ is connected to node $1$. According to this, we define the set of edges belonging to the Hamiltonian cycle as $H = \{e_{i,i+1} = \{V_i, V_{i+1}\}, \ i = 1, \ldots, n-1\} \cup \{e_{n,1}\}$. It follows that if $G$ is Hamiltonian then $H \subseteq E$.

In such a Hamiltonian cycle we label edge $e_{n,1}$ as $e_{ac}$ and call it absorbing edge.

In the literature the question of how common Hamiltonian cycles are in arbitrary graphs is still an open issue even if many results exist in this framework. In particular it is known that if the number of nodes and arcs is sufficiently high then almost surely a Hamiltonian cycle exists [14,27]. Finding a Hamiltonian cycle in a graph is an NP-complete problem [19]. On the other hand, many algorithms can be formulated to design a network such that a Hamiltonian cycle is embedded in it by construction [12] or to find it in a distributed way [4,30]. Furthermore there exist communication architectures where a Hamiltonian cycle is embedded in their structure. A famous example of such a communication architecture is the Token Ring network [13].

Note that the proposed algorithm is “distributed”. Indeed the agents need not to know the network topology nor the number of agents. The agents only know who are the next and previous agents on the directed Hamiltonian cycle and whether one of their incident edges is the absorbing edge. The assignment of increasing integer numbers as labels to the nodes is an arbitrary choice we have done for simplicity of presentation.

Notice that the network can be arbitrarily connected as long as it contains a Hamiltonian cycle.

In the following we denote the total amount of load in the generic node $i$ at time $t$ as $x_i(t) = c^T \bar{y}_i(t)$. The optimal assignment of tokens $\bar{y}_i, \bar{y}_r$ at time $t$ between two different nodes with respect to (2) is the one that minimizes the following quantity:

$$\bar{y}_i(t), \bar{y}_r(t) = \arg \min_{\bar{y}_i, \bar{y}_r} |x_i(t) - x_r(t)|$$

given the set of tasks $K_i(t) \cup K_r(t)$.

The following algorithm assumes that a Hamiltonian cycle is determined before its initialization.

**Algorithm 3.2 (HQC )**

1. Let $t = 0$.
2. An edge $e_{i,r}$ is selected at random.
3. If $x_i(t) \neq x_r(t)$ (the load balancing among the two nodes may potentially be improved)
   a. Let $\bar{x}_i, \bar{x}_r$ and respectively $\bar{y}_i, \bar{y}_r$, be the optimal assignment of tokens with indices in $K_i(t) \cup K_r(t)$
   b. If $|\bar{x}_i - x_i| < |x_i(t) - x_r(t)|$, then
      $$y_i(t+1) = \bar{y}_i,$$
      $$y_r(t+1) = \bar{y}_r$$
      and goto step 6.
4. If $x_i(t) = x_r(t)$ or $e_{i,r} \notin H$ or $e_{i,r} \equiv e_{ac}$ then
   $$y_i(t+1) = y_i(t),$$
   $$y_r(t+1) = y_r(t);$$
   else if $e_{i,r} \in H \setminus \{e_{ac}\}$ and $x_r(t) \equiv x_{i+1}(t) > x_i(t)$ then execute a swap such that
   $$x_i(t+1) > x_{i+1}(t+1),$$
5. Let $t = t + 1$ and go back to Step 2.
3.1 Explanation of the algorithm

In simple words, at each time $t$ an edge is arbitrary selected. If the two nodes incident on the edge have different loads we look for a better load balancing (that may potentially occur only if their loads differ of more than one unit). If the edge belongs to the Hamiltonian cycle but it is not the absorbing edge, then the larger loads are moved toward nodes with smaller index and the smaller loads to nodes with higher index. Thus, the largest and smallest loads eventually meet at the absorbing edge where they can eventually be balanced.

Remark 3.3 We point out that in general if the tokens are not of unitary size it is not guaranteed that the final load configuration is optimal. The following Theorem 4.1 characterizes the convergence properties of the algorithm and shows that disregarding the network topology, the number of tokens and the number of nodes, the maximum distance of the final tokens distribution from the optimal one depends only on the token sizes.

As it will be formally proved in the following section, while preserving the asynchrony of the local updates, the simple notion of a "preferred" direction produces several important advantages. Firstly, it reduces the convergence time; then, it makes finite the total number of tokens exchanges between the nodes to achieve the global tokens distribution; finally, it makes the algorithm stop once a balanced state is reached to allow a change of mode of operation (e.g., take a new measurement in the case of a sensor network or proceed with task execution in the case of multi agent systems).

Remark 3.4 Algorithm 3.2 does not contain an explicit stopping criterion. What happens in practice is that, after a certain number of iterations, no load can be further balanced nor swapped. However, the communication among nodes continues indefinitely.

To impose a stopping criterion on communications, we may assume that the edge selection is implemented in a distributed fashion as follows: any node may asynchronously start a communication request with one of its neighbors. After a node has already tested all its possible communications and no balancing or swap was possible, it will enter a “sleeping” state in which it will wait for communication requests but it will not start any new communication. If a sleeping node receives a communication request and as a result its load changes, then it leaves the sleeping state. This ensures that once the network reaches a configuration from which no evolution is possible, each node, after having tested all its link, will reach a sleeping state and all communications will eventually stop.

3.2 A numerical example

Let us consider the network in Fig. 1(a). It consists of six nodes whose connections allow the existence of a Hamiltonian cycle. By assumption arcs are undirected. The direction given to the edges in the Hamiltonian cycle is only introduced to better explain the steps of the algorithm. Assume that the initial token distribution is that in Fig. 1(a): here the integer numbers upon nodes denote the size of tokens in their inside. Finally, $e_{ae} = e_{6,1}$ is the absorbing edge.

We now run Algorithm 3.2. In Table 3.2 the evolution of the network is shown. As it can be seen, when Algorithm 3.2 can not locally balance the loads, it moves the largest load toward nodes with smaller index and the smallest one to nodes with higher index. This behavior makes the largest load move toward node $V_1$ and the smallest one to $V_6$. In Fig. 1(b) is shown the token distribution at time $t = 1$. Here the thick dashed edge denotes the selected edge. In Fig. 1(c) is shown the final token distribution reached at time $t = 10$.

Let us finally observe that all the updates are decentralized and asynchronous, i.e., the order in which edges are selected is not relevant to the algorithm convergence properties. After $t = 10$ local updates of the network is in a globally balanced configuration: due to the token quantization a better distribution is not reachable.

Moreover, starting from the last configuration no further load transfer is allowed because every node is locally balanced with its neighbors and the loads are in descending order starting from node $V_1$ to node $V_6$. This is a great advantage with respect to other randomized algorithms which keep on swapping loads even after the best load configuration achievable is reached [16,26].

1 We point out that some algorithms in the literature [26] achieve quantized consensus asymptotically, without actually terminating. This is a relevant issue in the case of load balancing and tasks assignment. In wireless sensor networks such an improvement also allows to save power by avoiding averaging indefinitely after having reached a satisfactory agreement.
4 Convergence properties of HQC Algorithm

The convergence properties of Algorithm 3.2 are stated by the following theorem. In particular, Theorem 4.1 claims that using Algorithm 3.2 the net distribution will almost surely converge to a given set $\mathcal{Y}$ defined as in the following equation (4).

**Theorem 4.1** Let us consider

$$\mathcal{Y} = \{ Y = [y_1 \ y_2 \ \cdots \ y_n] \ | \ c^T y_i - c^T y_r \leq c_{\max} \ \forall \ i, r \in \{1, \ldots, n\} \}.$$  \hspace{1cm} (4)

Let $Y(t)$ be the matrix that summarizes the token distribution resulting from Algorithm 3.2 at the generic time $t$. It holds

$$\lim_{t \to \infty} \Pi(Y(t) \in \mathcal{Y}) = 1$$

---

**Table 1**

Results of the numerical example in Subsection 3.2.

<table>
<thead>
<tr>
<th>Time</th>
<th>Edge</th>
<th>$V_1$</th>
<th>$V_2$</th>
<th>$V_3$</th>
<th>$V_4$</th>
<th>$V_5$</th>
<th>$V_6$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$e_5,6$</td>
<td>3,1</td>
<td>1</td>
<td>4,1</td>
<td>2</td>
<td>2,1,1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>$e_3,5$</td>
<td>3,1</td>
<td>1</td>
<td>4,1</td>
<td>2</td>
<td>2</td>
<td>1,1</td>
</tr>
<tr>
<td>2</td>
<td>$e_2,3$</td>
<td>3,1</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>2,1</td>
<td>1,1</td>
</tr>
<tr>
<td>4</td>
<td>$e_1,6$</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>2,1</td>
<td>1,1,1</td>
</tr>
<tr>
<td>5</td>
<td>$e_4,5$</td>
<td>3</td>
<td>4</td>
<td>1</td>
<td>2,1</td>
<td>2</td>
<td>1,1,1</td>
</tr>
<tr>
<td>6</td>
<td>$e_1,2$</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>2,1</td>
<td>2</td>
<td>1,1,1</td>
</tr>
<tr>
<td>7</td>
<td>$e_3,4$</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1,1</td>
<td>2</td>
<td>1,1,1</td>
</tr>
<tr>
<td>8</td>
<td>$e_5,6$</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1,1</td>
<td>2,1</td>
<td>1,1</td>
</tr>
<tr>
<td>9</td>
<td>$e_4,5$</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1,1,1</td>
<td>2</td>
<td>1,1</td>
</tr>
<tr>
<td>10</td>
<td>$e_3,4$</td>
<td>4</td>
<td>3</td>
<td>2,1</td>
<td>1,1</td>
<td>2</td>
<td>1,1</td>
</tr>
</tbody>
</table>
\[ V(t) = |V_1(t), V_2(t)| \]  

(5)

where \( x_i(t) = c^g y_i(t) \) for \( i = 1, \ldots, n \). The second one is a measure of the ordering of the loads:

\[ V_2(t) = \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} f(x_i(t) - x_j(t)) \]

(7)

Note that here we are assuming that \( e_{ae} = e_{n,1} \) and nodes are labeled as in Fig. 2. Therefore, \( V_2(t) \) denotes the number of couples of nodes that are not ordered \(^2\) at time \( t \).

We impose a lexicographic ordering on the performance index, i.e., \( V = \bar{V} \) if \( V_1 = \bar{V}_1 \) and \( V_2 = \bar{V}_2 \); \( V < \bar{V} \) if \( V_1 < \bar{V}_1 \) or \( V_1 = \bar{V}_1 \) and \( V_2 < \bar{V}_2 \). The proof is based on three arguments.

(1) - \( V_1(t) \) is a non increasing function of \( t \). In fact, at any time \( t \) it holds \( V_1(t+1) \leq V_1(t) \).

The case \( V_1(t+1) = V_1(t) \) holds during a token exchange when the resulting load difference between the nodes is not reduced. In such a case the loads at the nodes may either swap or not, thus not increasing nor decreasing the value of the Lyapunov function.

The case \( V_1(t+1) < V_1(t) \) holds when a new load balancing occurs. Assume that a combination of tokens with total cost \( q \) with \( 0 < q < |x_i(t) - x_r(t)| \) is moved from \( i \) to \( r \) at the generic time \( t \) such that \( |x_i(t+1) - x_r(t+1)| < |x_i(t) - x_r(t)| \). It is easy to verify, by simple computations, that \( (x_i(t+1) - c)^2 + (x_r(t+1) - c)^2 < (x_i(t) - c)^2 + (x_r(t) - c)^2 \) which implies \( V_1(t+1) < V_1(t) \). We also observe that if two nodes (e.g., \( i \) and \( r \)) communicate at time \( t \), the resulting difference among their loads at time \( t+1 \) is surely less or equal to the largest cost of tokens in the nodes at time \( t \), i.e.,

\[ |x_i(t+1) - x_r(t+1)| \leq \max_{j \in K_i(t) \cup K_r(t)} c_j \leq c_{\text{max}}. \]

(8)

This is due to the fact that if the load difference between two nodes is greater than \( c_{\text{max}} \), it is always possible to move at least one token with \( c \leq c_{\text{max}} \) to the less loaded node to reduce the load difference.

(2) - \( V_2(t) \) is a positive non-increasing function of \( t \) if \( V_1(t+1) = V_1(t) \). Function \( V_2(t) \) is positive because it is the summation of positive quantities. Moreover, \( V_2(t+1) = V_2(t) \) anytime an edge connecting two nodes already ordered along the Hamiltonian cycle is chosen, or alternatively when the absorbing edge is chosen. This is due to the fact that in such a case the ordering of loads does not change. While \( V_2(t+1) < V_2(t) \) anytime the loads of two nodes are reordered along the Hamiltonian cycle and the load difference between the loads is not reduced. This follows from the fact that if the loads of nodes \( i \) and \( j \) are not ordered at time \( t \), i.e., for \( i < j \), \( x_i(t) < x_j(t) \), we have that \( f(x_i(t) - x_j(t)) = 1 \). If the edge connecting them is selected and they are ordered, then at time \( t+1 \) it is

\[^2\] According to Algorithm 3.2 and the notation in Fig. 2 a couple of nodes \( \{i,j\} \) is said to be ordered if for \( i < j \), it is \( x_i < x_j \).
We consider the optimal token distribution problem, and let the set \( \mathcal{Y} \) be defined as in equation (4). Let \( V_1(Y) = \sum_{i=1}^{n} (c^T y_i - \bar{c}) \), where \( Y \equiv Y(t) \) results from the application of Algorithm 3.2 for a sufficiently long time \( t \).

The following inequalities hold for any \( Y \in \mathcal{Y} \):

\[
0 \leq V_1^* \leq V_1(Y) \leq \alpha
\]

where

\[
\alpha = \begin{cases} 
\frac{nc_{\max}^2}{4} & \text{if } n \text{ is even}, \\
\left\lfloor \frac{n}{2} \right\rfloor \left\lceil \frac{n}{2} \right\rceil c_{\max}^2 / n & \text{if } n \text{ is odd}.
\end{cases}
\]

Proof. The first two inequalities are trivial. To prove the last inequality we look at the worst case, i.e., the token distribution in \( \mathcal{Y} \) that has the highest value of \( V_1(Y) \).

If \( n \) is even, the worst case corresponds to a balancing where half of the nodes have a load \( k \) and the remaining half have a load \( k + c_{\max} \). In this case \( \bar{c} = k + 0.5c_{\max} \), and the first value of bound can be computed.

If \( n \) is odd, the worst case corresponds to a configuration where \( \left\lfloor n/2 \right\rfloor \) of the nodes have a load \( k \) and the remaining \( \left\lceil n/2 \right\rceil \) have a load \( k + c_{\max} \). Now \( c_{\text{ave}} = k + \left\lfloor n/2 \right\rfloor c_{\max}/n \), which gives the other value of the bound.

The above results enable us to characterize some cases in which Algorithm 3.2 provides the optimal solution to the token distribution problem.
Proposition 4.4  Let $c_{\text{min}}$ and $c_{\text{max}}$ be defined as in (3).

If $c_{\text{min}} = c_{\text{max}} = c$, then all load distributions that belong to a set of final distributions (4) are optimal, hence Algorithm 3.2 provides a token distribution for which $V_1(Y)$ is minimum and thus it is an optimal distribution.

Proof. If $c_{\text{min}} = c_{\text{max}}$ the set of final distributions is
$$
\mathcal{Y} = \{[y_1 \cdots y_n] \mid (\forall i) \ c^T y_i \in \{\lfloor K \cdot c \rfloor, \lfloor K \cdot c \rfloor + c\}\}.
$$
We can normalize the weight $c$ so that it is unitary. With this formulation the problem corresponds to that of quantized consensus, and the set $\mathcal{Y}$ coincides with the set of the quantized-consensus distributions defined in [26] and shown to be optimal.

We now prove that Algorithm 3.2 always reaches a blocking configuration.

Proposition 4.5  Given a Hamiltonian graph $\mathcal{G}$, if the network evolves according to Algorithm 3.2, then
$$
\forall Y(0), \ \exists t' : \forall t \geq t', Y(t) \equiv Y(t') \in \mathcal{Y}.
$$

Proof. Due to Theorem 4.1 $\exists t'$ such that $\forall t \geq t'$, $Y(t) \in \mathcal{Y}$. Let us consider the Lyapunov-like function (5):
$$
V(t) = [V_1(t), V_2(t)].
$$
It can be shown that if $V_2(t) = 0$ then the loads are ordered such that $x_i \geq x_{i+1}$ for $i = 1, \ldots, n - 1$. If at time $t'$ the loads are ordered and $V_1(t')$ has reached a local minimum, then according to Algorithm 3.2 no token exchange is performed since no balancing is feasible and no swap is allowed. Then it follows that $Y(t' + \Delta t) \equiv Y(t') \ \forall \Delta t \geq 0$.

4.1 Convergence time

In this section we discuss the expected convergence time of Algorithm 3.2, and provide an upper bound for arbitrary Hamiltonian graphs.

We assume that edges are selected with uniform probability, so the probability to select the generic edge $e_{i,j}$ at time $t$ is equal to $p = 1/N$ where $N$ is the number of edges in the network.

The convergence time is a random variable defined for a given initial load configuration $Y(0) = Y$ as:
$$
T_{\text{con}}(Y) = \inf \{t \mid \forall t' \geq t, \ Y(t') \in \mathcal{Y}\}.
$$
Thus, $T_{\text{con}}(Y)$ represents the number of steps required at a certain execution of Algorithm 3.2 to reach the convergence set $\mathcal{Y}$ starting from a given token distribution.

Now, let us provide some further definitions that will occur in the following.

- $N_{\text{max}}$ is the maximum number of improvements of $V_1(Y)$ needed by any realization of Algorithm 3.2 to reach the set $\mathcal{Y}$, starting from a given configuration.
- $T_{\text{max}}$ is the maximum average time between two consecutive improvements of $V_1(Y)$ in any realization of Algorithm 3.2, starting from a given configuration.

From the previous definitions, it is possible to give an upper bound on the expected convergence time.

Proposition 4.6  Let $E[T_{\text{con}}(Y)]$ be the expected convergence time. It holds $E[T_{\text{con}}(Y)] \leq N_{\text{max}} \cdot T_{\text{max}}$.

Notice that the term maximum average time in the above definition is intended as in the following.

The average time between two consecutive improvements is a function of the load distribution: an unbalanced distribution has a short average time between two consecutive improvements, while a nearly balanced distribution
has a long average time. In our definition we consider the longest possible average time between two improvements and take it as an upper bound to the average time between two consecutive improvements.

In [26] an upper bound on $N_{\text{max}}$ is given when $c_{\text{max}} = 1$. In our case the result still holds since it is based on the fact that the improvement of the performance index is lower bounded by $V_i(Y(t+1)) \leq V_1(Y(t)) - 2$ since the minimum token exchange allowed decreases the load difference between two nodes of at least 1. Finally, the initial value of $V_1(Y(0))$ can be upper bounded by a function of the maximum and the minimum amount of load in the generic node.

**Proposition 4.7** [26] For the Hamiltonian Quantized Consensus it holds:

$$N_{\text{max}} = \frac{(M - m)n}{4}$$

where $M = \max_i c^T y_i$ and $m = \min_i c^T y_i$.

We now focus on $T_{\text{max}}$. As shown in the following proposition, it is easy to compute in the case of fully connected networks.

**Proposition 4.8** Let us consider a fully connected network, namely a net such that $E = \{V \times V\}$. Let $n$ be the number of nodes. It holds

$$T_{\text{max}} = \frac{n(n - 1)}{2}. \quad (12)$$

**Proof.** The maximum average time between two consecutive balancing occurs when only one balancing is possible. Thus, if $N$ is the number of edges of the net, then the probability of selecting the only edge whose incident nodes may balance their load is equal to $p = 1/N$, while the average time needed to select it is equal to $N$. Since the network is fully connected, if $n$ is the number of nodes, the number of edges is $N = n(n - 1)/2$ and so $T_{\text{max}} = n(n - 1)/2$. □

Notice that the previous proposition holds for various gossip based algorithms [16,26].

We now show that $T_{\text{max}}$ for Hamiltonian graphs is of the same order with respect to the number of nodes as for fully connected topologies when using the Hamiltonian Quantized Consensus Algorithm.

**Proposition 4.9** Let us consider a net with a Hamiltonian cycle. Let $n$ be the number of nodes, and $N$ be the number of arcs of the net. It holds

$$T_{\text{max}} \leq N(n - 2). \quad (13)$$

**Proof.** We first observe that, due to the gossip nature of Algorithm 3.2 and to the rule used to select the edges, the problem of evaluating an upper bound on $T_{\text{max}}$ can be formulated as the problem of finding the average meeting time of two agents walking on the Hamiltonian cycle in opposite directions\(^3\). In fact, the average meeting time of the two agents may be thought as the average time of selecting an edge whose incident nodes may balance their load. Note that in general more than two edges may balance their load, thus assuming that only two agents are walking on the graph provides us an upper bound on the value of $T_{\text{max}}$.

To compute such an upper bound we determine the average meeting time of the largest and smallest load walking on the graph along the Hamiltonian cycle in the worst case. To this aim we define the discrete Markov chain in Fig. 3 whose states (apart from the first one, named $A$) characterize the distance between the two agents.

For simplicity of explanation we assume that the first agent is the one corresponding to the largest load.

The distance between the two agents is equal to the length of the path going from the first agent to the second one in the direction of nodes with increasing index. In other words, the distance between the two agents is equal to the minimum number of movements they need to perform, following the rule at Step 3 of Algorithm 3.2, to meet each other.

\(^3\) The problem of random walk and average meeting times has been extensively studied in different applications [6,35].
Now, if a net has $n$ nodes, then the Hamiltonian cycle has $n$ edges, and the maximum distance among the two agents is equal to $D = n - 1$, while their minimum distance is equal to 1. Note that both these conditions correspond to the case in which the two agents are in nodes incident on the same edge. However, the first case occurs when such an edge is directed from the second agent to the first one, while the second case happens when the edge is directed from the first agent to the second one. As an example, if the Hamiltonian cycle is that reported in Fig. 2, if the first agent is in $V_1$ and the second one is $V_n$, then their distance is null; if the first agent is in $V_n$ and the second one in $V_1$, then their distance is equal to $D$. The absorbing state (node $A$ in Fig. 3) corresponds to the case in which the agents are in nodes incident on the same edge and this edge is selected. Thus, the absorbing state may only be reached from nodes 1 and $D$, and the probability that this occurs is in both cases equal to $1/N$.

Moreover, given the rule of step 3 of Algorithm 3.2, the distance among two nodes with load difference greater than $c_{\text{max}}$ may only decrease, regardless their initial position. In particular, the probability of going from node $i$ to node $i-1$, with $i = D, D-1, \ldots, 1$, is equal to $2/N$, because two are the edges whose selection leads to a unitary reduction of the distance among the agents. Finally, we consider the linear system:

$$ (I - P') \tau = 1 $$

where $I$ is the $D$-dimensional identity matrix; $P'$ has been obtained by the probability matrix $P$ of the Markov chain in Fig. 3 removing the row and the column relative to the absorbing state$^4$; $\tau$ is the $D$-dimensional vector of unknowns: its $i$-th component $\tau(i)$ is equal to the hitting time of the absorbing state starting from an initial distance equal to $i$, for $i = 1, \ldots, D$; finally, 1 is the $D$-dimensional column vector of ones. Solving analytically the linear system (14), we found out that $\tau(i) = iN$ for $i = 1, \ldots, D - 1$, and $\tau(D) = N(n - 1)/2$. Thus the maximum average hitting time of the absorbing state occurs when the distance between the two nodes is equal to $D - 1$ if $n \geq 3$. In particular, it holds $\tau(D - 1) = N(n - 2)$ that proves the statement.

\begin{proposition}
An upper bound to the aexpected convergence time of Algorithm 3.2 is

$$ \mathcal{E}[T_{\text{con}}(Y)] \leq \frac{(M - m)n}{4} \cdot N(n - 2) = \mathcal{O}(n^2N). $$

\end{proposition}

\begin{proof}
The statement follows from Propositions 4.7 and 4.9 and Fact 4.6.
\end{proof}

\begin{proposition}
If a net is fully connected, an upper bound to the expected convergence time of Algorithm 3.2 is

$$ \mathcal{E}[T_{\text{con}}(Y)] \leq \frac{(M - m)n}{4} \cdot \frac{n(n - 1)}{2} = \mathcal{O}(n^3). $$

\end{proposition}

\begin{proof}
Follows from Propositions 4.7 and 4.8 and Fact 4.6.
\end{proof}

The above propositions enable us to conclude that Algorithm 3.2 leads to a significant improvement respect to [16,26] in terms of convergence time for networks with low average out-degree (e.g. path networks). Indeed for such networks an upper bound for the expected convergence time can be found to be $\mathcal{O}(n^4)$ for ring networks using the approaches in [16,26]. In particular in [18] the computation of an upper bound to the expected convergence time is carried out for the so-called "generalized ring topology" that consists in several ring networks connected together. In case of a single ring the result of Proposition 4.5 still holds and we can state the following proposition:

$^4$ It obviously holds that the hitting time of the absorbing state is null from the absorbing state itself.
Proposition 4.12 For a ring network, an upper bound to the expected convergence time of the algorithms in [16, 26, 18] is
\[ E[T_{\text{con}}(Y)] \leq \frac{(M - m)n}{4} \cdot \frac{n^2(n + 16)}{16} = \mathcal{O}(n^4). \]

Proof. Follows from the upper bound on \( T_{\text{max}} \) given in Proposition 4.5 in [18] assuming a single ring \( (s = 1) \) and from Propositions 4.6 and 4.7.

By Proposition 4.9, in the case of Hamiltonian networks with a number of edges \( \mathcal{O}(n) \), such as ring networks, the expected convergence time of Algorithm 3.2 is at most \( \mathcal{O}(n^3) \). On the contrary, if we consider fully connected networks, the expected convergence time is still \( \mathcal{O}(n^3) \) and the advantage of Algorithm 3.2 is basically that of providing a stopping criterion.

In Figure 4 is shown the expected convergence time for a ring network of \( n \) nodes with \( n = 10, \ldots, 100 \) and random initial loads ranging from 0 to 10. For each network size the expected convergence time is taken over 100 realizations of the experiment. In such a figure is also shown a comparison with the previously computed upper bound to the expected convergence time, it is evident that such a bound is not strict, i.e., the actual performance of the algorithm is considerably better than the worst case analysis prediction. Furthermore we point out that the convergence time is given in number of local updates, not time, thus disregarding the effects of parallel communications for analysis purposes.

Remark 4.13 Note that in [37] it is proposed an algorithm for quantized consensus named "synchronous quantized averaging on fixed graphs", similar to the one proposed in [26]. It differs from other algorithms in the literature in that a token is used to select which nodes perform an update and at each instant of (discrete) time the node that owns the token performs an update with a neighbor and pass the ownership to it. The analysis of the convergence time with this assumption is shown to be \( \mathcal{O}(n^2) \) for complete graphs, \( \mathcal{O}(n^3) \) for line networks and \( \mathcal{O}(n^4) \) for arbitrary connected graphs. Such tighter upper bounds were developed by the authors by exploiting the token mechanism to synchronize the agents. This method improves the bound on the convergence time but prevent parallel updates in the network. In our case, this assumption would lower the expected converge time by \( \mathcal{O}(n) \) but would violate the assumption of asynchronous communications.

4.2 Algorithm extension for convergence in finite time

The effectiveness of Algorithm 3.2 is even more evident if a periodic interval of time \( T_h \) exists such that each edge in the Hamiltonian cycle is selected at least once. In such a case Algorithm 3.2 converges in finite time, as will be shown in the following. Furthermore if Algorithm 3.2 is applied to networks whose edge selection process is deterministic, it still preserves its convergence properties while other algorithms as the one in [26] may cycle indefinitely without reaching the consensus set of final configurations. Obviously Algorithm 3.2 prevents the existence of such cycles due to the deterministic swap rule. In particular, the following result holds.
Proposition 4.14  If there exists a period of time $T_h$ such that each edge along the Hamiltonian cycle is selected at least once, then a deterministic upper-bound to the convergence time of Algorithm 3.2 is

$$\max(T_{\text{con}}(Y)) \leq (n-1)^2 \cdot (M-m) \cdot T_h = O(n^2).$$

Proof. By Proposition 4.7 the maximum number of balancing between two consecutive improvements of $V(Y)$ is at most equal to $\frac{(M-m)n}{4}$. Now, if each edge of the Hamiltonian cycle is selected at least once during $T_h$, being the maximum distance between the two nodes with the smallest and highest load in the network equal to $n-1$ (see the proof of Proposition 4.9), then at each interval $T_h$ their distance is surely reduced by at least 1 and they meet after at most $(n-1)T_h$ units of time. Then, $\frac{(M-m)n}{4}(n-1) \cdot T_h$ is the maximum number of time units required to reach the convergence set $Y$. $\square$

We note that to make Proposition 4.14 useful in practical cases, namely if we want to use it as a criterion to know when $Y$ is reached for sure, then a slight overhead needs to be added to Algorithm 3.2 to evaluate the difference $M - m$ of the initial load. This can be done in a decentralized way with a consensus-like algorithm (namely consensus on $\max_i x_i(0)$).

5 Conclusions

In this paper we proposed a new algorithm, the Hamiltonian Quantized Consensus Algorithm, that solves the quantized distributed average problem and the token distribution problem on Hamiltonian graphs with a greater efficiency respect to other gossip algorithms based on uniform quantization [16,26] provided that Hamiltonian cycle is known in advance. A feature of the proposed algorithm is an embedded stopping criterion that will block the algorithm once quantized consensus has been achieved. We have also shown that, if there exists a periodic interval of time where each edge along the Hamiltonian cycle is selected at least once, a finite time convergence bound can be given. Future work will involve the design of algorithms for more general graph structures such as tree.
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